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Meaning in machines

Source: WikiCommons



Measuring progress



Are we there yet?

Progress on benchmarks has been remarkable.

Either:

a) We are done; or
b) We have a measurement problem.



There is something rotten in the state of the art



Outline

● Problems in AI evaluation
● Solutions:

○ Evaluate and Evaluation on the Hub
○ Dynabench: A Platform for Rethinking Benchmarking in AI



An indictment: Problems in AI evaluation

AI evaluation is fine.



Saturation

● AI systems “outperform humans” on benchmarks, but we know that that’s not 
really true in the real world.



Biases & Artifacts

● Datasets contain many inadvertent biases and annotator artifacts. Neural 
networks are especially good at picking up on those.



Reproducibility and backward compatibility

● Self-reported results cannot be trusted. Small implementational differences, 
even in the evaluation pipeline, may lead to very different results.

● Old models are not easily evaluated on new datasets and vice versa.



Ease of use and lack of best practices

● Proper system evaluation and comparison, at the scale of many models and 
many datasets, is unnecessarily cumbersome.

● Best practices are not well-established, despite massive growth.



Implicit assumptions

● Classic assumption:
○ We have a train set and an unseen test set
○ They are independent and identically distributed

● Modern day AI systems however are:
○ Pretrained on large data from different distribution
○ Prompted to “elicit” a certain behavior

● Lay-people interacting with AI will assume:
○ If it speaks language, it must be capable

of strong generalization and have
intentionality



Single-metric focus and leaderboard culture

● The community overfits on
leaderboard performance

● Leaderboard metrics are
based only on accuracy



Alignment and measuring the right thing

● What we really care about: can this AI system successfully interact with 
humans for the task it is designed to do, in a way that it is aligned with their 
expectations and acts in their best interest.

● “Helpful, harmless, honest” (HHH)

● That is not what we are currently measuring.
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Hugging Face

We are on a mission to democratize good machine learning, one commit at a time.



Evaluate

● We distinguish between:
○ Metrics (e.g. “accuracy”)
○ Measurements (e.g. “length”)
○ Comparisons (e.g. “mcnemar”)

● Open source, standardized canonical 
implementations.



Metric/measurement/comparison cards

● Like “model cards” and “data sheets”, but for evaluation.
● Proper documentation is hugely important.
● Interactive widgets for easy intuition.



Sharing on the Hub

● Your own evaluation modules can easily be pushed to the HF Hub.
● Just like model papers open source models, and dataset papers open source 

datasets, evaluation papers can open source their methods for community 
usage.



Evaluator

● Model developers use a Trainer abstraction for training logic.
● We offer an Evaluator abstraction for evaluation logic.
● The Evaluator also supports computing bootstrap confidence intervals, as well 

as compute throughput/efficiency statistics.



Data measurements tool
https://huggingface.co/spaces/huggingface/data-measurements-tool



If we make it easy to follow best practices..

.. then people will follow them.

● How easy can we make it?



Evaluation on the Hub

● The Hugging Face Hub hosts models,
datasets and evaluation methods.

● Can we automatically evaluate models
on datasets using a given metric?

● Can we enable evaluation “at the click
of a button”, Evaluation-as-a-Service?



How does it work?



Live demo

● Go to dataset page: https://huggingface.co/datasets/lewtun/dog_food
● Click on Evaluate model
● Trigger the evaluation job
● The result will appear on the dataset’s HF Leaderboard

https://huggingface.co/datasets/lewtun/dog_food


Free Evaluation of Very Large Language Models
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Dynabench (dynabench.org) is..

● A research platform.
● A community-based scientific experiment.
● An effort to challenge current benchmarking 

dogma and help push the boundaries of AI 
research.

As the name says, 

Rethinking benchmarking in AI

https://dynabench.org


Facebook AI 29



Dynabench roles



Live demo

https://dynabench.org

I was served rather the opposite of haute cuisine.

This restaurant was baad!

https://dynabench.org


Broader research program

What happens when we put humans and models in loops?

Can we make faster progress? Can we make
better measurements?

Can we have fewer biases and artifacts,
and better robustness and alignment?

What are we still missing in our models?
What are the next challenges to solve?

How can we democratize model evaluation, help make research reproducible, 
learn from our mistakes as a community, and empower researchers?



Recent work out of the Dynabench team

● Kiela et al. (NAACL21). Dynabench: Rethinking Benchmarking in NLP

● Vidgen et al. (ACL21). Learning from the Worst: Dynamically Generated Datasets Improve Online Hate Detection
● Potts et al. (ACL21). DynaSent: A Dynamic Benchmark for Sentiment Analysis
● Kirk et al. (2021). Hatemoji: A Test Suite and Dataset for Benchmarking and Detecting Emoji-based Hate
● Sheng & Singh et al. (NeurIPS21). Human-Adversarial Visual Question Answering

● Prasad et al. (Blackbox21). To what extent do human explanations of model behavior align with actual behavior?
● Ma, Ethayarajh, Thrush et al. (NeurIPS21). Dynaboard: A Holistic Evaluation-As-A-Service Benchmarking Platform
● Wenzek et al. (2021). Findings of the WMT 2021 Shared Task on Large-Scale Multilingual Machine Translation
● Thrush et al. (2022). Dynatask: A Platform for Creating Dynamic AI Benchmark Tasks

● Bartolo et al. (EMNLP21). Improving QA Model Robustness with Synthetic Adversarial Data Generation
● Kaushik et al. (ACL21). On the Efficacy of Adversarial Data Collection for Question Answering
● Bartolo et al. (2022). Models in the Loop: Aiding Crowdworkers with Generative Annotation Assistants
● Wallace et al. (2022). Analyzing Dynamic Adversarial Training Data in the Limit
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Dataset Papers
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Evaluation Papers
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Method Papers
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Humans and models in loops
modelmodel

modelhuman

modelhuman

model

modelhuman

model

human

model
model

human

● Question 1:
○ Instead of human-adversarial, how much can we 

improve things by just being model-adversarial 
using human-adversarial data?

● Question 2:
○ Can generative (adversarial) models help

humans fool discriminative models?

Work by Max Bartolo et al.



Improving QA robustness with synthetic adversarial data

● Pipeline:
1. Passage selection
2. Answer candidate selection
3. Question generation
4. Filtering and re-labeling
5. Training a new QA model



Findings

● Synthetic adversarial data derived from human-adversarial data improves 
accuracy and robustness.

SynQA outperforms 
alternatives

SynQA models are
much harder to fool
(i.e. more robust)



Empowering crowdworkers with generative assistants

● We know now that generative models trained on 
adversarial data can help make models more robust.

● Can we use those models to help humans fool 
models as “generative adversarial assistants”? 
ModelS in the loop!
a. Adversarial data is expensive - can it be made cheaper?
b. Adversarial data can be noisy - can it be made higher quality?

modelhuman

model



Concrete example



Standard (SDC) vs Adversarial (ADC) Data Collection

Validated model error rate

Median time per example Time per model-fooling ex

Domain generalization

Standard Adversarial QA



● If you do “answer prompting” where you don’t force annotators to pick the 
answer but suggest one, ADC gets even faster and much higher quality.

● Starting point, traditional data collection: vMER=0.63 with t=56.3
● End point, ADC with GAA: vMER=6.08 with t=43.8

Improving ADC further



● ModelS in LoopS:
a. Yes, we can collect much higher quality data 

than static data using this method.
b. Yes, we can collect higher quality data than 

regular human-and-model-in-the-loop.
c. Yes, we can do so at a cost that is much lower 

than human-and-model-in-the-loop, matching 
standard data collection.

A “new paradigm”?

modelhuman

model
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Dynamic adversarial data collection in the limit



● Starting point: Roberta trained on “All NLI” (MNLI+SNLI+FEVER)
● We hand-construct an expert-curated test set covering a wide range of NLI 

phenomena.
● We do DADC for 20 rounds (ANLI only did 3).
● We select 10 contexts so that:

a. We can afford collecting many rounds of data
b. We have some hope of achieving saturation
c. We have a broad range of phenomena
d. We can create a wide-coverage test set

Work by Eric Wallace et al.

Experimental setup



Findings: A virtuous cycle

Promising results when exploring Dynamic Adversarial Data Collection in the limit:



● DADC data is more diverse, more 
complex and has fewer artifacts.

● DADC models gets stronger over time.

Findings: Diversity is key



● If DADC gets you better training and testing data faster, why do traditional 
static crowdworker data collection? Humans and models in the loop!

● Further work needed on many questions, including:
a. How (un)natural is adversarial data and how much does that matter?
b. How does dynamic adversarial data collection relate to active learning and continual learning?
c. Can we incorporate knowledge about the model in the loop in our optimization procedures?
d. Exploring ensembles in the loop, different scoring functions, etc.

Method take-aways



What is our goal? What is language?

● Do believe the hype: we’re decent (but not great) 
at (some) i.i.d. problems when we have enough 
data and don’t care about the worst case.

● Don’t believe the hype: we are FAR from truly 
general language understanding that encompasses 
all of language’s recursive, structured, generative, 
productive, and creative nature.



The ability to REALLY understand language

(Madry, 2018; https://adversarial-ml-tutorial.org)



Teaming up with ML Commons and DataPerf



Thanks!

Thank you to my many collaborators on these projects (they deserve the credit, 
I’m just the conduit here).

And thank you for listening!


