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Task: Question → SQL query

with few labels as possible

Model?  
  → Retrieve partial query from "examples"

Which part should be retrieved? 

Can we leverage low-cost datasets?

Task



Model

Which fruit has yellow color?

 

select Fruit where Color = Yellow

Dataset construction under low-resource condition

Q) Ideal data distribution in train set?

Q) Can we leverage other low-cost dataset?



WikiSQL (https://github.com/salesforce/WikiSQL) 
(train: 56k, dev: 8.4k, test: 16k)

train:1k~3k dev: 0.2k~0.5k test: 16k

Dataset

Quora Question Pairs for pretraining

Should I buy 
tiago?

What keeps childern active 
and far from phone and 
video games?

0

How can I be a 
good geologist?

What should I do to be a 
great geologist?

1



Results

Uniform: +4.1%
Hybrid: +4.0%

Test-Original
Test-Uniform



Results

Can SQAR parse unseen logical patterns?



Summary

- SOTA under data-scarce environment (up to +4.9%).
- Natural language query similarity dataset can be used for semantic parsing (up to +5.9%).
- Careful design of the train set is important.
- Retrieval-based parser can handle unseen new logical pattern.
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