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Contributions
1. A classification-based evaluation setting that provides
interpretable performance metrics

2. A new benchmark FB14k-QAQ reflecting a
comprehensive set of KBC scenarios

3. A simple, yet effective strategy to improve TransE’s 
ability to calibrate scores

Available at: https://github.com/marina-sp/classification_lp

https://github.com/marina-sp/classification_lp


  

Thank you for your attention!

This work was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) - RO 5127/2-1, and by the BMBF as part of the project MLWin (01IS18050).
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