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Learning  
probabilistic models 

Missing data & incomplete 
knowledge  

Tractable 
learning

Imprecise 
probabilities 

• Thin junction trees

• Approximate inference 

• Sum product networks 

• Sentential decision diagrams 

• Relational SPNs 

• Imputation schemes

• Upper & lower measures  

• Credal semantics 
• Fuzzy semantics  

• Possibilistic semantics 



Motivation: credal semantics 
sets of conditional probability measures associated with variables 

• Learning single distributions in the presence of incomplete knowledge may led 
to predictions that are unreliable and overconfident 


• Added semantic value of knowing that the distribution of a random variable is 
not certain (so adjust confidence of prediction)


• Conversely, if pre-trained model known to have used missing data, consider 
contamination strategies for robustness 

• In probabilistic KBs, extracted tuples accorded confidence probabilities, but 
other atoms assumed to be impossible. What if new source has that atom? 
Can’t meaningfully provide posterior probability. Let atoms be accorded an 
interval [Ceylan et al. 2016]  



Credal SPNs
Inference polynomial in network size 

A bottom up pass for conditional probabilities 
• Weights are sets of extreme points [Maua et al. 2017]

• Our objective: with missing data, 

can we learn CSPNs effectively? 



Recursive scheme for learning SPNs
Two metrics: complete vs possible completions 



Empirical results
More compact models, better likelihood results 

• Blue: SPNs

• Red: 1% missing data CSPNs

• Brown: 5% missing data CSPNs

• Paper also studies theoretical properties  
& complexity results 


