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Language models are able to store and retrieve 
factual knowledge to some extent

The theory of relativity 
was developed by ___ .

Einstein

Language Models as Knowledge Bases?
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zero-shot cloze-style question answering

correct



Storing factual knowledge in a
fixed number of weights has limitations

Giacomo Tedesco plays 
in _____ position . 

center

3

wrong
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Integrate information from a retrieval system 
in a purely unsupervised way

Giacomo Tedesco plays 
in _____ position . 
[SEP]
Giacomo Tedesco is a 
former Italian football 
(soccer) midfielder and 
football manager.

RETRIEVAL 
SYSTEM

midfielder

}
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correct



ORA: 
oracle

provided in 
LAMA

often contains 
the true answer 
and always 
contains related 
true information

RET: 
retrieved

first paragraph 
from DrQA’s 
retrieval system

often contains 
relevant 
information
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ADV: 
adversarial

randomly sample  
oracle context 
from a different 
question that has 
the same relation

contains a 
distracting and 
semantically 
plausible answer

GEN: 
generated

1.4B parameters 
autoregressive 
language model -
purely in-weights 
approach

might be related 
but not factual

Contexts
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Results
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- dramatic 
improvement on the 
LAMA probe for BERT

- unsupervised machine 
reading capabilities of 
pre-trained LMs
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BERT + IR 
match  a 
supervised 
baseline
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BERT’s next-sentence prediction is an effective 
unsupervised mechanism to exploit context

Giacomo Tedesco plays 
in _____ position . 
[SEP]
Giacomo Tedesco is a 
former Italian football 
(soccer) midfielder and 
football manager.

midfielder

Segment A

Segment B

NSP = 1

masked language model

next sentence prediction

ORACLE

correct



Segment B

BERT’s next-sentence prediction is an effective 
unsupervised mechanism to ignore noisy contexts

Giacomo Tedesco plays 
in _____ position . 
[SEP]
Mauricio Antonio 
Robles is a 
former Venezuelan  
baseball pitcher.

center

Segment A

NSP = 0

masked language model

next sentence prediction

ADVERSARIAL

wrong

equivalent to zero-context prediction
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The more relevant that BERT thinks the 
context is, the more we see an increase to 

the likelihood of the true answer
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161
Percentage of times BERT changes its output 

for the better or worse
- Autoregressive language models 
can generate relevant context 
and potentially serve as 
unsupervised IR systems

- BERT is unable to filter generated 
irrelevant of factually wrong 
information 



Segment B

For BERT the generation is always a plausible 
continuation of the question

Giacomo Tedesco plays 
in _____ position . 
[SEP]
How much does he 
play? He can play 
fullback, wing or centre. 
He can also play ...

fullback

Segment A

NSP = 1

masked language model

next sentence prediction

GENERATED

wrong



Segment B

It is not necessary to have the answer in the context 
to get a correct prediction

Giacomo Tedesco plays 
in _____ position . 
[SEP]
Giovanni Tedesco has 
two brothers who are 
also football players, 
Salvatore and Giacomo.

midfielder

Segment A

NSP = 1

masked language model

next sentence prediction

RETRIEVED

correct



Conclusion

- Re-examining NSP: it is important for robust 
exploitation of retrieved context for unsupervised tasks.

- Comparison with DrQA: extractive while BERT is 
abstractive. Single-token limitation of the LAMA probe.

- Unsupervised Question Answering: powerful 
and flexible unsupervised QA systems could soon be a 
reality.
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